Integrating Individual, Organizational and Market Level Reasoning for Agent Coordination

Mihai Barbuceanu and Wai-Kau Lo

Abstract. In this paper we articulate a multi-level view of agent coordination and provide solutions for an integrated agent architecture that addresses all the levels. At the *individual agent level*, we model the decision making problem faced by individual agents that need to discover their highest utility goals and the plans to achieve them. Individual level plans normally contain goals that lie outside the agent’s control. To achieve them, the agent needs to team up with other agents in the organization. At the *organizational level*, we show how organizational structures can be used to form the minimum cost teams needed to achieve such goals. Individual and organizational reasoning rely on knowing the utilities of the options available to agents. Often, these utilities are not given in advance, they must be discovered dynamically by market driven interaction. At the *market level*, we give a constraint optimization formulation to Multi-Attribute Utility Theory and introduce interaction processes that allow agents to discover how to cooperate to optimize their objectives. All levels translate their specific models into a common reasoning infrastructure integrating randomized and systematic search.

1 INTRODUCTION

As the connectivity provided by the Internet increases, the coordination problem faced by the interconnected agents and organizations becomes more and more difficult. Global systems for manufacturing and service provisioning for example, connecting suppliers, producers, distributors and customers all over the world need to coordinate the activities of agents inside their different component organizations and the organizations themselves on the global market place to provide value for all participants.

In this paper we articulate a multi-level view of coordination and provide solutions for an integrated agent architecture that addresses all the levels. All levels use a common representation and reasoning infrastructure that represents an agent’s goals, constraints and utilities (section 2). A MAXSAT-type solver produces a high (or the highest) utility behavior. This is used as the solution of the agent’s decision problem at the *individual level* (section 3). Individual behaviors normally contain goals that the agent can’t achieve without the collaboration of other agents in the organization. At the *organization level*, organization models are dynamically generated for these goals. These models, based on the Steiner tree problem [2], are compiled into a form solvable by the same MAXSAT-type solver, determining the structure of the teams that can achieve the goals with minimal cost (section 4). Individual and organizational reasoning both rely on knowing the utilities of the goals. In many cases, these are not given in advance, they have to be discovered dynamically by market interaction. At the *market level* (section 5), we use Multi-Attribute Utility Theory (MAUT) [6] to evaluate and negotiate the optimal exchanges between agents or organizations, given their multiple interdependent objectives and their preferences. This is done by giving a constraint optimization formulation to the MAUT problem and by using the same MAXSAT constraint optimization solver to find the best offerings or responses in negotiation. We end with related work, applications and future work hints.

2 BDL REASONING INFRASTRUCTURE

Agents act and thus we first need a language to describe and reason about agent behavior (the Behavior Description Language, or BDL). A behavior consists of partially ordered goal achieving activities that satisfy given constraints. In our representation there are two kinds of goals, *composed* and *atomic*. Composed goals consist of other (sub)goals, while atomic goals do not. We allow three kinds of compositions.

*Sequential* compositions, \(a = \text{seq}(a_1, a_2, \ldots, a_n)\) denote that all component goals \(a_i\) must be executed in the given order.

*Parallel* compositions, \(a = \text{par}(a_1, a_2, \ldots, a_m)\) denote that all component goals must be executed, but without imposing any order.

*Choice* compositions, \(a = \text{choice}(a_1, a_2, \ldots, a_n)\) denote execution of only a non-empty subset of sub-goals, also without imposing any order. *Exclusive choices* (\(x\text{choice}\)) require the execution of exactly one component sub-goal.

From the execution viewpoint, choices have or (\(xor\) for \(x\text{choice}\)) semantics in that a choice \(g\) is *on* - meaning will be executed and written \(\text{On}(g)\) - iff at least one component is on (exactly one for \(x\text{choices}\)) and *off* - meaning will not be executed and written \(\text{Of}(f,g)\) - iff all components are off. Sub-goals can occur negated within choices and parallels, but not within sequences. Thus, \(c = \text{choice}(a, \neg b)\) denotes a choice between achieving \(a\) and not achieving \(b\). Sequences and parallels both have and semantics - *on* iff all components are on, and *off* otherwise. The difference is that sequences also require ordered execution of subgoals, while parallels don’t. At the planning level we address this by enforcing specific constraints for sequences. For example, \(\text{On}(\text{seq}(a_1, a_{i+1}) \cup \text{Of}(\text{seq}(a_i, a_{i+1}), a_i))\). From this we derive that if a sequence is *on*, all its sub-sequences are also *on*, and if a subsequence is *off* then all its super-sequences are also *off*. E.g., \(\text{Of}(\text{seq}(a_1, a_3)) \cup \text{Of}(\text{seq}(a_1, a_2, a_3))\).

From an agent’s viewpoint, a goal is *individually achievable* if the agent acting alone can achieve it. A goal is *collectively achievable* if a coalition of agents must be put together and coordinated in order
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to achieve the goal. Often, one or more collectively achievable goals are part of an agent’s plans. In such cases, the agent has to determine the best set of agents to collaborate with to achieve these goals. This is addressed later on.

**Planning Behavior.** Let \( G = \{g_1, ..., g_n\} \) be a set of goals, or a goal network. An on-off labeling of the network is a mapping \( L : G \rightarrow \{on, off\} \) associating either ‘on’ or ‘off’ labels to each goal in \( G \). A labeling is consistent iff the labels of each composed node and of its subgoals are consistent with the node’s execution semantics. E.g. if a sequence goal is ‘on’, then all its subgoals are ‘on’ and no other contradictory sequences are ‘on’. If a sequence is ‘off’, either some subgoal is ‘off’ or else the ordering of the sequence is not implied by the current ‘on’ sequences. Consistent labelings thus define executable behaviors.

Let \( C = \{c_1, ..., c_m\} \) be a set of constraints, where each \( c_i \) is either a simple constraint of the form \( On(g) \) or \( Off(g) \), or an implication on both sides of which there are conjunctions of simple constraints.

Let \( U = \{\langle g_i, u_{on}(g_i), u_{off}(g_i) \rangle | \langle g_i, u_{on}(g_i), u_{off}(g_i) \rangle \in G\} \) be a utility list, that is a set of goals with their associated utilities. \( u_{on}(g) \) is the utility obtained if \( g \) is obtained. \( u_{off}(g) \) is the utility obtained if \( g \) is not obtained. Given a utility list \( U \) and a consistent labeling \( L \) of \( G \), the total utility of the labeling, \( Util(L, U) \), is the sum of on-utilities for the ‘on’ labeled goals plus the sum of off-utilities for the ‘off’ labeled goals.

Finally, a behavior planning problem is a tuple \( P = \langle G, C, U, criterion \rangle \) where \( criterion \in \{max, min\} \). A problem specifies a goal network, a set of constraints, a utility list and an optimization criterion, either max or min. A solution to a problem \( P \) is a labeling \( L \) such that \( Util(L, U) \) is either maximal or minimal, according to the criterion.

The Solver. The problem of finding a consistent labeling (without enforcing the sequencing constraints) is equivalent to satisfiability (SAT). The problem of finding a labeling that maximizes (minimizes) utility is a form of MAXSAT. The Solver we provide integrates an incomplete random search procedure based on biasing the WSAT method of [11], and a systematic (complete) branch and bound procedure, both operating over the same representation of goal networks. In both cases enforcing the sequencing constraints is done polynomially each time the main loop of the algorithm finds a solution. As known, the random search method is not guaranteed to find a solution, but performs very well on large scale problems.

The random search method (figure 1) always keeps a complete on-off assignment to goals. Goals are ‘flipped’ (their value is changed) with probability \( P \) (usually around 0.2) to increase the utility of the assignment (unlike the standard WSAT which flips randomly), and with probability \( 1 - P \) to increase the number of consistently labeled goals. In each case ties are broken in favor of the other criterion. Based on the current experience, this method has consistently produced high utility solutions, in many cases finding the optimal solution.

The branch and bound method (figure 2) is a systematic backtracking search procedure that is guaranteed to find the optimal solution. The procedure maintains the utility of the current best solution. If the partial solution currently explored can not be extended to one with better utility than the current best, then it is dropped and a new one is explored. The procedure uses the variable selection heuristic of selecting the most constrained goal first (the one with most subgoals assigned) and forward checks any proposed assignment to ensure it is not inconsistent with past assignments (figure 2). The solver provides API-s for the integration of the two methods, for example by using random search first for a number of runs and then taking the utility of the best solution produced as the bound for branch and bound.

**3 INDIVIDUAL LEVEL**

Let us now introduce the example that will be used throughout the paper to illustrate the components of our architecture. The problem is that of an organization that needs to decide whether to make or buy a certain type of Customer Service Software (CSS). Figure 3 shows the goal network, the constraints and the best solution individual level solution, as viewed by the member of the organization who has the leading role in solving it, agent VP-Sam. In the figure, ObtainCSS and BuyCSS are both choices, while the other goals are choices.

**4 ORGANIZATIONAL LEVEL**

Several of the goals in figure 3 can only be achieved by groups of agents working together: DevelopInternallyCSS, AdaptInterface and AdapDatabase. The organization will need to assemble teams for developing the software internally, or for adapting a vendor solution. Because of that, the utility of any behavior involving the goals in figure 3 can only be computed after considering the cost of the teams that can be formed for achieving the collective goals.

Determining these teams and selecting the min-cost one is the purpose of our organizational reasoning method. The key to the method is the use of organization models. Figure 4 shows such an organization model, a graph representation of the agents that can take part in achieving the collective goal DevelopInternallyCSS. The upper part of the figure contains all agents and groups that can be involved. Individual agents (like ProjectMGR-Cindy) and groups...
Finding the Minimal Cost Team Structure. As defined above, the problem of finding a minimal cost team structure in an organization graph is equivalent to the Steiner tree problem studied in operations research [2]. Recently, [4] have shown that this NP-complete problem can be very competitively solved by a stochastic satisfiability method. They have reported very good time performance (sometimes orders of magnitude better than specialized OR methods) as well as scalability to complex problems with thousands of nodes. Based on these results, we have adopted their method for use in our architecture.

Given an organization model \( O = \langle a, A, E, G \rangle \), the method first pre-computes the best (least cost) \( k \) paths in the graph between the leader \( a \) and each of the nodes in \( G \). The intuition is that the tree structured best team can be composed by assembling some of these paths together. By computing a maximum of \( k \) paths between the leader and each goal, as opposed to all such paths, we guarantee a propositional encoding with size linear in the number of edges in \( O \) (otherwise the encoding would be quadratic). This approximation works well in practice and there exists empirical evidence about the best values for \( k \) for various sizes of \( E \) and \( G \) (see [4] for details).

Second, we create a new MAXSAT problem \( P_D \) and a new goal network for it, according to the method of [4]. For each edge between two nodes in \( O \) we create an atomic goal. The on-utility of this goal is the cost of the edge in \( O \). For each path between the leader and a goal in \( G \) (there are at most \( k \) such paths) we create another atomic goal. After creating all \( k \) goals, we define a constraint imposing that exactly one of these goals can be true. That is only one path between the leader and each goal in \( G \) will be allowed. Finally, for each path goal created above, we add a constraint stating that if the goal is ‘on’ then all goals associated with the edges will be ‘on’.

The Steiner tree problem \( P_D \) thus created is solved for minimizing the sum of utilities. The result is the set of ‘on’ edges such that the total cost is minimal and there is a path between the leader and each organization graph goal. The elements of the tree (except for the leaves) are the agents (or groups) that need to be involved in the team. This team structure not only has minimal cost, but it also describes a number of aspects related to teamwork: what goal each agent is supposed to achieve, which agents are coordinators and whom they coordinate, the costs associated with each goal achievement or coordination relation. In general, the costs can be interpreted as containing the pay-offs to be paid to the team agents to obtain their commitment to the joint work.

In the end, to determine an agent’s best behavior we have to combine the previous individual behavior planning with the organizational planning method presented here. Assuming \( S \) is a solution to the individual planning problem, there will be \( S_i \subseteq S \) collective goals which are ‘on’. For each goal in \( S_i \) the agent has to use...
its corresponding organization model to generate and solve the min cost team formation problem. Then the final utility of a behavior $S$ is $util_f(S) = \sum_{a_i \in S} cost(x_i)$.

If branch and bound is used, we can generate the best solution wrt $util_f$, by using $util_f(S)$ as the bound, because always $\text{util}_f(S) \leq util_f(S)$. This requires that the min cost team formation problem be solved at each iteration of branch and bound. Research is needed to find more efficient ways of integrating these methods in this case.

Once the min-cost team determined, the commitments of the agents composing it are obtained through negotiation. If members are not willing to commit, their pay-off can be increased (up to the cost of the next min-cost team), or new teams can be formed excluding the agents who do not wish to participate.

5 MARKET LEVEL

If our agent knew the utilities of buying the CSS software from the three vendors in figure 3, then the previous methods would have been enough to decide how to achieve its goals. In reality however, the utilities are not given in advance, they have to be discovered dynamically by interaction on the market. The utility of an offer for the CSS depends on how the offer satisfies a number of relevant and independent objectives, including e.g. the price, the overall quality, the level of support offered, the warranties, etc. We address this problem by using Multi-Attribute Utility Theory (MAUT) [6] in a constraint optimization formulation that allows the use of our MAXSAT solvers for determining the best offering and supports agent interaction by means of Pareto optimal negotiation protocols.

**Encoding attributes.** Let $A = a_1, a_2, ... a_n$ be a set of attributes shared by a number of agents. In our example, interesting attributes include the price, the overall quality, the level of support etc. The domain of an attribute $a_i, D_{a_i}$ is an interval $[l, h]$ where $l$ and $h$ are integers or reals. The domain describes the range of values that the attribute can take. Each value in the domain is assumed to be measured in a unit specific to the attribute. E.g., for price a domain can be $D_{\text{price}} = [5, 100]$ measured in dollars. Agents interact by exchanging multi-attribute specifications formed by means of a shared set of attributes that have shared domain specifications.

An agent’s utility function is approximated in the form shown in figure 5. The domain of the attribute is decomposed into a set of disjoint sub-intervals that cover the entire domain, such that on each sub-interval the utility is constant. Let $D_{a_i} = [i_0, i_1] \cup [i_1, i_2] \cup ... [i_{n-1}, i_n]$ be a decomposition of $D_{a_i}$ into $n$ subintervals such that $i_0 = l$, $i_n = h$ and for any $x \in [i_k, i_{k+1})$ we have $u_{a_i}(x) = u_k$ (figure 5). For each domain sub-interval $[i_k, i_{k+1})$ we create an atomic goal $g_{a_i}$, which is ‘on’ iff the value of $a_i$ is in the subinterval $[i_k, i_{k+1})$. As the subintervals cover the domain and are disjoint, in any situation only one of these goals can be ‘on’. This is enforced by posting, for each attribute $a_i$, the constraint $On(a_i)$ where $x_{a_i} = x_{\text{choice}}(g_{a_0}, g_{a_1}, ..., g_{a_n})$ (we call these attribute encoding constraints). The utility function of $a_i$ is translated into a utility list where $u_{a_i}(g_{a_i}) = u_k$ and $u_{a_i}(g_{a_i}) = 0$.

Agents may add their own constraints about what attribute values or combinations of values are acceptable. For example, an agent may only accept support $\in \{4, 5\}$, where support levels range between 0 and 5. Or an agent may accept to pay more than $500 only if the quality is greater than some given limit. A proposal from another agent will not be accepted unless all these acceptability constraints are satisfied.

Using the common BDL infrastructure, we encode a MAUT problem as a behavior planning problem whose goals are all the attribute encoding constraints plus all the acceptability constraints and whose utility list is obtained by merging the utility lists of each encoded attribute. A solution of a MAUT problem is an on-off assignment to the goals of the problem that satisfies all constraints. The optimal solution is the solution that has maximum utility.

Let $S$ be a solution to agent $A$’s MAUT problem and $a_i$ an attribute of the problem. Because of the attribute encoding constraint, one and only one of the goals associated with the subintervals of the attribute will be ‘on’ in $S$. The subinterval associated with this goal defines the acceptable set of values for the attribute in the given solution in the sense that any value in the set is equally acceptable to the agent. Let now $S_A$ and $S_B$ be solutions to $A$’s, respectively $B$’s MAUT problem. The two solutions intersect iff for each attribute $a_i$ the acceptable sets of values for the two agents have a non-empty intersection. In figure 5 $[i_3, j_3]$ is the intersection of $A$’s goal $g_3^A$ and $B$’s goal $q$ for the represented attribute. If an intersection exists for each attribute, then the two solutions intersect. The existence of intersecting solutions represents a possible agreement between the agents, because each solution contains non-empty ranges of values for each attribute which are acceptable to each agent.

**The Negotiation Process.** Assume we have two negotiating agents $A$ and $B$. For each agent, an acceptable solution specifies, for each attribute in part, an interval of acceptable values that the attribute can take. The branch and bound solver allows an agent to generate its solutions in decreasing order of utility. The first (best) solution is obtained by running the solver on the original constraints. The next best solution is obtained by logically negating the previous best solution, adding it as a constraint and solving the resulting more constrained problem. This allows each agent to generate all its acceptable solutions in decreasing order of utility. Figure 6 shows an interaction protocol allowing two agents to determine the best deal they can achieve given their valuations and acceptability constraints. Each agent generates its solutions in decreasing order of utility, and sends each solution to the other agent. If any agent discovers an intersection between the current solution received from the other agent and one of its own past solutions, then this is the Pareto optimal deal (no other pair of solutions can be better for both agents).

Going back to the situation in figure 3, we see that by representing the attributes of interest and the associated utility functions, our agent (the buyer) can negotiate with each of the three vendors the best deal for the CSS system. The utility of each deal can then be used as the
utility of the BuyVendor1...3 goals. Knowing these, the agent can use the integrated individual and organizational reasoning method to discover its best course of action in the given situation.

6 CONCLUSIONS

Our integration of individual and organizational reasoning can be compared with a range of research on teamwork and coalition formation. Logical specifications for teamwork were first proposed in [7]. Practical architectures extending these specifications are reported in [13] and [3]. These models and systems address the issue of teamwork execution, for example stipulating when and how an agent should quit the team. We complement this work by addressing the team design problem as part of a single decision making problem whose solution specifies the goals to adopt, the plans to execute and the collaborations to pursue in order to maximize the agent’s utility.

With respect to coalition formation, this generally includes three activities [10]. Coalition generation is the partitioning of the set of agents into sets (coalitions), usually disjoint and exhaustive. Solving the coalition problem is done by joining together the work and resources of member agents. Finally, the value generated by the activity of the coalition has to be divided among its members. [9] presents an anytime algorithm for coalition generation with worst case performance guarantees. This solution produces flat (unstructured) coalitions which specify neither what work will be done by each agent nor what pay-offs will they receive. Our Steiner tree based solution produces structured coalitions where the roles and goals of every agent are specified and the pay-offs to be received are determined. In [5] a coalition formation algorithm is presented which uses a two-agent auction method to determine the pay-off division and to introduce a limited structure inside a coalition (with one agent being the manager of the coalition and the others receiving an agreed pay-off).

The PERSUADER system [12] is an early system that used MAUT to resolve conflicts through negotiation in the domain of labor disputes. It has been suggested [1] that a combination of MAUT and constraint satisfaction could lead to agents that could automate multi-objective negotiations in e-commerce applications. However, we have not seen any concrete technical solution as to how this integration can be achieved, other than the one presented here.

The levels of the architecture have been validated in several applications. Max-utility behavior planning has been used to determine how subscribers requests for multiple telecommunications “features” can be serviced consistently with the constraints and preferences of subscribers, thus providing a new solution to an important industry problem known as “feature interaction”. The MAUT based negotiation system has been used to negotiate the acquisition of electronic components.

The next step is the integration of all levels into a significant application. Toward this goal, we are developing a supply chain system where market level interaction determines what to buy from which suppliers, team formation determines the teams of contractors to be involved in manufacturing an order and individual level planning decides on the best course of action for each team member. To integrate an application on this scale, we are extending the BDL infrastructure in a number of directions. First, we are integrating probabilistic reasoning to allow agents to make more informed decisions under uncertainty. At the market level, probabilities will be used to measure the likelihood of partners accepting offers, pruning unlikely offers and shortening the duration of negotiation. Second, BDL specifications will be made more expressive by allowing temporal and resource constraints. This will require the addition of a scheduler and a temporal execution system, turning BDL into a more complete behavior planning and execution infrastructure.
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