Clinical guidelines (GL) can be defined as a means for specifying the "best" clinical procedures and for standardizing them. In recent years, the medical community has started to recognize that a computer-based treatment of GL provides relevant advantages, such as automatic connection to the patient databases and, more interestingly, decision making facilities; thus, many different approaches and projects have been developed to this hand (see e.g. [4, 1]).

As a matter of fact, decision making is a central issue in clinical practice. In particular, supporting therapy selection is a critical objective to be achieved. Consider that, when executing a GL on a given patient, a physician can be faced with a choice among different therapeutic alternatives, and identifying the most suitable one is often not straightforward. Actually in several situations no alternative is really "better" than the others, from a strictly clinical viewpoint, and GL (unlike protocols) are only meant to present all the range of choices, leaving to the user the responsibility of selecting the "right" one. Even when resorting to a computer-based system for GL management, just "local" information, describing the decision at hand, are normally shown to the user. On the other hand, the possibility of obtaining a complete scenario of the decision consequences (in terms of the probability of the different therapy outcomes, of therapy utilities, and of money, time and resources spent following the different paths), would be clearly an added value for physicians. Moreover, also hospital administrators could take advantage of such a facility: by providing a projection of the (economic and temporal) cost of each alternative, it would allow for a quicker analysis and optimization of the patients care processes.

In clinical practice, various selection parameters (such as the costs and effectiveness of the different procedures) are sometimes available when executing a GL, but the task of comparing and balancing them is typically left to the physician. A system able to automate the comparison and to provide quantitative results would be of great help in several real world situations.

Decision theory seems a natural candidate as a methodology for affording this analysis; nevertheless, rather interestingly, none of the systems for computerized GL management found in the literature embeds a decision theory tool able to compare therapeutic alternatives from the point of view of utilities and costs. A reason for this lack, in our opinion, is due to a difficulty in mapping the representation primitives between the two areas.

The contribution we provide in this paper is a knowledge representation one, aimed exactly at realizing this mapping in a general and reusable way.

The GL representation primitives adopted by the systems described in the literature may differ for several details, but if we look at them from a more abstract level, we can identify a few skeletal concepts, shared by most of them. First, a GL can be represented as a graph, where nodes are the actions to be executed, and arcs are the control relations linking them. We can distinguish between atomic and composite actions (plans), where atomic actions represent simple steps in a guideline, and plans represent actions which can be defined in terms of their components via the has-part relation. The guideline itself is a plan. Three different types of atomic actions can then be identified (for the terminology used here, please refer in particular to [2, 8]): (1) work actions, i.e. actions that describe a procedure which must be executed at a given point of the guideline; (2) query actions, i.e. requests of information (typically patient’s parameters), that can be obtained from the outside world (physicians, databases, patient’s visits or interviews); (3) decision actions, used to model the selection among different alternatives. Decision actions can be further subdivided into diagnostic decisions, used to make explicit the identification of the disease the patient is suffering from, and therapeutic decisions, used to represent the choice of a path in the GL, containing the implementation of a particular therapeutic process. In this case, the choice will prune other paths, which implement different therapies, not as suitable as the selected one. The selected therapeutic process will typically be composed by several work actions and/or plans.

Actions in a GL are connected through control relations, which establish which actions can be executed next, and in what order. In particular the alternative relation describes how alternative paths can stem from a decision action, and the repetition relation states that an action has to be repeated several times (maybe a number of times not known a priori, until a certain exit condition becomes true).

In a well-formed GL, a decision action is preceded by a query action, that is adopted to collect all the patient’s parameters necessary (and sufficient) for taking the decision itself (here we refer in particular to therapeutic decisions: in the GL context, as a matter of fact, a diagnostic decision only allows to classify the disease the patient is suffering from, and simply precludes to a therapeutic decision among suitable alternatives to care the patient herself). Each decision is therefore based on an (explicit or implicit) data collection completed at decision time, and does not depend on the previous history of the patient (i.e. on previous data collections and on previous decisions found along the path that leads to the decision at hand). We can thus say that the GL describes a first-order Markov model, since each time a query action is implemented, the patient’s situation is completely re-assessed, and an (explicit or implicit) query action is always found before a decision action. This observation justifies the mapping of GL primitives to the field of decision theory, and in particular allows us to represent a GL as a Markov Decision Process (MDP), which has been recognized as a basic representation framework for dynamic decision making under uncertainty. Note that
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Markov models have been widely used in the last decades in medical decision making, and represent nowadays a well-understood instrument to cope with time-dependent medical decision problems [6].

In particular, it is straightforward to define the concept of \textit{state} as the set of patient’s parameters that are normally measured for taking decisions and for assessing therapy outcomes. As already observed, the extraction of patient’s parameters is obtained through a query action in the GL domain. Each parameter is a \textit{state variable}. The query action is the means for assessing the patient’s state at time $t$, where $t$ is also the time instant at which the decision has to be taken.

On the other hand, understanding what GL primitives can produce state transitions requires a detailed analysis of the primitives themselves. It is well known that state transitions are changes in the patient’s state variables, due to the effect of an action; deciding what action to take in order to maximize utility is the goal of decision theory. We can observe that: (1) query actions just photograph the state, and are not able to produce any change in it; (2) decision actions are used to make explicit which path will be followed, in a range of alternatives: in particular, diagnostic decisions only cover a disease classification task, while therapeutic decisions indicate what decision process has to be implemented, being a decision process a set of work actions (i.e. a plan); (3) work actions finally represent operative steps in the guideline, such as providing a drug. Therefore, each work action will potentially have an effect on the patient’s state variables. Thus, we will consider work actions as the means to produce state transitions.

From the analysis above, it is possible to model the GL process as a discrete-time one, where time discretization is performed by the query actions preceding therapeutic decisions. Given this discretization, the process is also completely observable (in a GL, a decision can be taken only if all the required parameters have been collected: if some needed data are missing, the query action will wait for them and the decision will be delayed). The state transition between time $t$ (time of the first therapeutic decision) and time $t+1$ (time of the following one) is due to \textit{all} the work actions between the two time instants. Therefore, there is no quantitative mapping between the times of state assessments and the chronological dates at which the actions of the GL take place. A set of work actions can take days as well as months to be completed, but state assessment will always take place at the following query action; so, the actual temporal distance between $t$ and $t+1$ can be very dishomogeneous from case to case.

The \textit{utility} of reaching a state can be evaluated in terms of life expectancy, corrected by Quality Adjusted Life Year (QALYs) [3]. We can derive the utility of a state from the medical literature, as we do for obtaining the probability of state transitions. Note that, for those medical fields in which the medical literature does not provide these numbers, it is reasonable to expect this information to be available in the near future. As a matter of fact, the increasing exploitation of Hospital Information Systems and of computerized GL management tools will allow for the collection of large amounts of clinical practice data, on which it will be easy to draw statistics, at least at the local level. Consider also that relying on local data is not necessarily a limitation: actually a guideline always needs to be contextualized to the features of the hospital in which it has to be implemented, before its exploitation begins [9].

The discussion about \textit{costs}, on the other hand, is more complex. Costs can be interpreted as monetary expenses: each work action (e.g. buying a drug, or using diagnostic instrumentation) will typically have a price. But costs can also be evaluated in terms of the time and the resources required to complete work actions. Whatever is the unit chosen to quantify costs, costs are not a property of the state reached after a transition, but depend on the work actions that have to be implemented along the selected path.

As a final remark, note that we have identified work actions as the only possible responsible for changes in the patient’s parameters (i.e. in the state variables). As a matter of fact, this is a simplification, since patient’s parameters can vary due to \textit{exogenous} reasons (e.g. because the patient becomes older, or because she catches another disease). To explicitly represent all these possibilities, we should be provided with a whole model of the patient’s behavior and of all the stochastic variables that could influence it. This kind of information is normally not explicitly available in clinical practice. Even though such a model was available, on the other hand, it would not provide relevant advantages for decision support: exogenous effects could change the patient’s state, but they cannot be controlled by the physician; therefore their explicit representation is useless for supporting therapeutic decisions, and the state transition model can be simplified. Moreover, the effect of exogenous factors is implicitly taken into account by deriving transition probability values from the medical literature.

As anticipated, our knowledge representation contribution could be resorted to by any of the GL systems in the literature, since the basic primitives we treat are shared by most of them. In particular, even though some approaches do not distinguish between diagnostic decisions and therapeutic ones, and do not explicit the query action before each therapeutic decision, these concepts can always be found in the systems’ underlying semantics. We believe that a decision theory tool would provide a valuable support to physicians, thus reinforcing the claim that the adoption of AI techniques can lead to relevant advantages in the (semi)-automatic treatment of clinical guidelines, favoring the dissemination and the actual adoption of computer science tools within the medical community. A first step in this direction is being taken by the system GLARE, where a facility based on the analysis described in this work is being implemented [8, 5]; in GLARE, we plan to represent the MDP describing the GL resorting to a \textit{dynamic decision network} [7], a choice that allows one to explicitly take advantage of conditional independencies from the modeling viewpoint, and to rely on several powerful algorithms for probabilistic inference.
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